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Executive Summary

Facial recognition has long been feared as a feature of a future authoritarian 
society, with its potential to turn CCTV cameras into identity checkpoints, 
creating a world where citizens are intensively watched and tracked.

However, facial recognition is now a reality in the UK – despite the lack 
of any legal basis or parliamentary scrutiny, and despite the significant 
concerns raised by rights and race equality groups. This new technology 
poses an unprecedented threat to citizens’ privacy and civil liberties, and 
could fundamentally undermine the rights we enjoy in public spaces.

Police forces in the UK have rolled out automatic facial recognition at a pace 
unlike any other democratic nation in the world. Leicestershire Police, South 
Wales Police and the Metropolitan Police have deployed this technology at 
shopping centres, festivals, sports events, concerts, community events – and 
even a peaceful demonstration. One police force even used the surveillance 
tool to keep innocent people with mental health issues away from a public 
event. 

In this report, we explain how facial recognition technology works, how it 
is being used by police in the UK, and how it risks reshaping our rights. We 
are seeking to raise awareness of this growing issue with parliamentarians 
and inform the wider public about what is happening behind the cameras. 
In this report, we:

•	 Reveal new statistics following a series of freedom of 
information requests, exposing the shocking inaccuracy and 
likely unlawful practices within a number of police forces 
using automated facial recognition;

•	 Analyse the legal and human rights implications of the 
police’s use of facial recognition in the UK;

•	 Review the evidence that facial recognition algorithms often 
disproportionately misidentify minority ethnic groups and 
women;
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•	 Present guest contributions from allies worldwide warning 
about the impact of facial recognition on rights, including 
contributions from representatives of American Civil Liberties 
Union, Electronic Frontier Foundation, Georgetown Privacy 
Centre, and the Race Equality Foundation; 

We conclude by launching our campaign against the lawless growth of facial 
recognition in the UK, supported by rights groups, race equality groups, 
technologists, lawyers and parliamentarians.



Key Findings
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Big Brother Watch’s freedom of information-based investigation, involving 
over 50 requests for information, reveals that:

•	 The overwhelming majority of the police’s ‘matches’ using 
automated facial recognition to date have been inaccurate. 
On average, a staggering 95% of ‘matches’ wrongly identified 
innocent people.

•	 Police forces have stored photos of all people incorrectly 
matched by automated facial recognition systems, leading 
to the storage of biometric photos of thousands of innocent 
people. 

Metropolitan Police

•	 The Metropolitan Police has the worst record, with less than 
2% accuracy of its automated facial recognition ‘matches’ and 
over 98% of matches wrongly identifying innocent members 
of the public. 

•	 The force has only correctly identified 2 people using the 
technology – neither of which was a wanted criminal. One of 
those people matched was incorrectly on the watch list; the 
other was on a mental health-related watch list. However, 102 
innocent members of the public were incorrectly identified 
by automated facial recognition. 

•	 The force has made no arrests using automated facial 
recognition.
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South Wales Police

•	 South Wales Police’s record is hardly better, with only 9% 
accuracy of its matches whilst 91% of matches wrongly 
captured innocent people.  

•	 0.005% of ‘matches’ led to arrests, numbering 15 in total. 

•	 However, at least twice as many innocent people have been 
significantly affected, with police staging interventions with 
31 innocent members of the public incorrectly identified by 
the system who were then asked to prove their identity and 
thus their innocence.

•	 The force has stored biometric photos of all 2,451 innocent 
people wrongly identified by the system for 12 months in a 
policy that is likely to be unlawful. 

•	 Despite this, South Wales Police has used automated facial 
recognition at 18 public places in the past 11 months – 
including at a peaceful demonstration outside an arms fair.

Custody images

•	 Out of the 35 police forces that responded to our Freedom 
of Information request, not one was able to tell us how many 
photos they hold of innocent people in their custody image 
database.



“
”

How does facial recognition 
technology work?
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How does facial recognition technology work?

Facial recognition technology aims to identify individuals or 
authenticate individuals by comparing their faces against a database 
of known faces and looking for a match.

The process can be broken down into three very general steps.

First, the computer must find the face in the image.

It then creates a numeric representation of the face based on the 
relevant position, size and shape of facial features.

Finally, this numeric map of the face in the image is compared to a 
database of images of identifies faces.

-	 South Wales Police

Facial recognition technology measures and matches unique facial 
characteristics for the purposes of biometric surveillance or identification.
Police forces in the UK are currently using two different types of facial 
recognition: 

•	 Facial Matching: this is the matching of an isolated, still image 
of an individual against a database of images. For example, a 
photograph or a still image from surveillance camera footage 
can be compared against mugshots on the Police National 
Database.

•	 Automated Facial Recognition: this is a relatively new 
technology, in which facial recognition-linked cameras scan 
crowds and public spaces in attempt to identify people in real-
time, by matching faces against a database. The face of each 
and every person passing by an automated facial recognition 
camera will be scanned and analysed, effectively subjecting 
every person within view to a biometric identity check.



True-positive match

A true-positive match is 
when a facial recognition 

system correctly matches a 
person’s face with an image 

held on a database.

False-positive match

A false-positive match is 
when facial recognition 
incorrectly matches the 
wrong person’s face with 

an image of another person 
held on a database.

“ ”
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Facial recognition software measures facial characteristics to create a 
unique facial map in the form of a numerical code. The algorithm then 
compares these measurements to hundreds, thousands, or even millions of 
other facial images held on a database to find a match. 

It is important to note that facial recognition is based on a percentage of 
corresponding features producing the likelihood of a match, rather than a 
binary ‘yes’ or ‘no’ result.1

Many facial recognition technologies are artificial intelligence (AI) systems 
that learn from the millions of faces they process in order to improve the 
accuracy of their matches over time. The Metropolitan Police and South 
Wales Police are using an AI facial recognition product called ‘NeoFace 
Watch’ made by Japanese company NEC.

Faces are the most visible part of our bodies. In contrast to fingerprints or 
DNA, automated facial recognition technology does not require any physical 
contact or human engagement to identify an individual, which means most 
people subjected to these identity checks are not even aware of it.3

NEC views the “non-contact process” as offering “distinct advantages”:

“As compared with other biometrics systems using fingerprint/
palmprint and iris, face recognition has distinct advantages because of 
its non-contact process. Face images can be captured from a distance 
without touching the person being identified, and the identification 
does not require interacting with the person.”4
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How facial recognition works2

When automated facial recognition is used in real-time in public spaces, law 
abiding citizens are effectively asked for their papers without their consent 
or awareness. In our experience, most members of the public have not even 
heard of automated facial recognition and are not aware of its implications.
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Beyond the rule of the law

Automated facial recognition technology is currently used by UK police 
forces without a clear legal basis, oversight or governmental strategy, 
despite its potential to infringe on civil liberties and fundamental rights. 

No legal basis

In answer to a Written Parliamentary Question from Layla Moran MP, asking 
about current legislation regulating “the use of CCTV cameras with facial 
recognition and biometric tracking capabilities”, Nick Hurd MP (Minister of 
State for Policing, responding for the Home Office) answered: “There is no 
legislation regulating the use of CCTV cameras with facial recognition”.5

The Surveillance Camera Commissioner has also raised the issue of the lack 
of a clear statutory footing for facial recognition.6

The lack of a legal basis or indeed parliamentary scrutiny poses serious 
concerns about the silent erosion of human rights. It is highly questionable 
whether the use of automated facial recognition with public surveillance 
cameras, scanning and biometrically analysing every passer-by’s face, and 
enabling authorities to identify and track citizens without their knowledge, 
is compatible with fundamental human rights – in particular, the rights to a 
private life and to freedom of expression. The necessity of such biometric 
surveillance is highly questionable, and inherently indiscriminate scanning 
appears to be plainly disproportionate. As it stands, the risk that automated 
facial recognition is fundamentally incompatible with people’s rights under 
the Human Rights Act 1998 is yet to be considered.

“ ”
There is no legislation regulating the use of CCTV cameras with facial 
recognition

- Nick Hurd, Minister for Policing – September 2017
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No oversight

Accordingly, there has been no formal, independent oversight of the police’s 
use of automated facial recognition in the UK. In 2016, the Surveillance 
Camera Commissioner raised this concern in his Review on the Surveillance 
Camera Code of Practice.”7

Meanwhile the Government has broadly allowed the police to oversee and 
regulate their own use of this intrusive surveillance and identification 
technology, announcing that “A decision to deploy facial recognition 
systems is an operational one for the police.” 8

However, following pressure from NGOs and parliamentarians, Baroness 
Williams (Minister of State for Countering Extremism) wrote to the Chair 
of the Science and Technology Committee in March 2018 stating that 
Government intends to “improve independent oversight and governance” 
by setting up an automated facial recognition “board” including the 
Surveillance Camera Commissioner, the Biometrics Commissioner, the 
Information Commissioner and police representatives.9 The Minister added 
the board will “provide greater assurance that policing is complying with 
guidance”, but it is unclear what ‘guidance’ she is referring to. There is no 
formal guidance or policy on police use of facial recognition. 

In fact, it is unprecedented for government to provide a board to provide 
‘guidance’ on the use of a policing power that is being deployed ultra vires.

No policy

The Government said that the Home Office would publish a ‘Forensics and 
Biometrics Strategy’ by 2013, but failed to. The Home Office eventually 
published a strategy three years late in March 2016 that only covered 
forensics. 

Despite several missed deadlines and its failure to publish a Biometrics 
Strategy, our investigation shows that the Home Office has awarded South 
Wales Police a total of £2.6m from the ‘Police Innovation Fund’ and ‘Home 
Office Biometrics’ to take a national lead in deploying automated facial 
recognition.10

Five years later and following pressure from NGOs and parliamentarians, 
the Government has now vowed to produce a ‘Biometrics Strategy’ in June 
2018. It is expected to address automated facial recognition. It remains to 
be seen whether the Government will adhere to its own deadline this time.

By contrast, the Scottish Government commissioned and subsequently 
published a review of its use of biometrics, including facial matching and 
the retention of custody images, in under a year.11



We call on UK public 
authorities to immediately 
stop using automated facial 
recognition software with 
surveillance cameras.
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The threat to fundamental 
rights

A threat to the right to privacy

Live automated facial recognition cameras, acting as biometric identification 
checkpoints, are a clear threat to both individual privacy and privacy as a 
social norm. 

The Human Rights Act 1998 requires that any interference with the Article 
8 right to a private life is both necessary and proportionate. However, the 
use of automated facial recognition with CCTV cameras in public spaces 
appears to fail both of these tests.  

Automated facial recognition cameras scan the faces of every person 
that walks within the view of the camera; the system creates, even if 
transitorily, a biometric scan of every viewable person’s face; it compares 
those biometric scans to a database of images; and it retains photos of all 
individuals ‘matched’ by the system, despite 95% of matches inaccurately 
identifying innocent people. As such, automated facial recognition cameras 
are biometric identification checkpoints that risk making members of the 
public walking ID cards. 

It is plainly disproportionate to deploy a technology by which the face 
of every passer-by is analysed, mapped and their identity checked. 
Furthermore, a facial recognition match can result in an individual being 
stopped in the street by the police and asked to prove their identity and 
thus their innocence.

Members of the public who have been scanned by automated facial 
recognition are unlikely to be aware that they were subject to the identity 
check, and do not have a choice to consent to its use. The Biometrics 
Commissioner commented: “(…)unlike  DNA  or  fingerprints,  facial  images  
can  easily  be  taken  and stored  without  the  subject’s  knowledge.”12  In a 
recent question for short debate in the House of Lords on the use of facial 
recognition in security and policing – incidentally, the first parliamentary 
debate on the topic, tabled by backbencher Baroness Jones of Moulsecoombe 
– the Lord Bishop of St Albans remarked:

“I have taken the trouble to talk to a number of people over the 
last week to ask them of their awareness of this technology. 



“ ”
“The technology can also enhance our existing CCTV network in the 
future by extracting faces in real time and instantaneously matching 
them against a watch list of individuals.”14
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I was very struck by the fact that hardly anybody I spoke to 
realised what was already going on. Some were horrified, 
some were puzzled and every one of them had questions and 
worries.”13

Proportionality is a particular concern in relation to automated facial 
recognition due to the general and indiscriminate nature in which the camera 
biometrically scans the public, often without their knowledge and always 
without their consent or indeed any objective evidence of wrongdoing. 
This concern is significantly heightened in the context of the authorities’ 
intentions for the technology. South Wales Police has indicated that it 
intends to implement automated facial recognition in future throughout 
the enormous existing CCTV network: 

A threat to the right to freedom of expression 

The right to go about your daily activity undisturbed by state authorities, 
to go where you want and with whom, and to attend events, festivals and 
demonstrations, is a core principle of a democratic society protected by 
Article 10 of the Human Rights Act 1998.

The biometric surveillance and identification of individuals in public spaces 
and at public events, in particular political demonstrations, is clearly 
incompatible with that fundamental right.

We are concerned that the use of automated facial recognition with CCTV 
has a chilling effect on people’s attendance of public spaces and events, 
and therefore their ability to express ideas and opinions and communicate 
with others in those spaces. 

Many of our supporters and those we work with would not be comfortable 
going to an event if doing so meant being subjected to biometric 
surveillance. In Scotland, where facial recognition was proposed to be 
introduced at football grounds in 2016, there was significant opposition, 
a stadium protest, and concern that the move could “drive punters away”. 
Several supporter groups made clear the chilling effect it would have, with 
one stating that facial recognition cameras would result in “empty stands”.15
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Many of the people Big Brother Watch, StopWatch, and Liberty spoke to at 
Notting Hill Carnival 2017, where automated facial recognition was in use, 
were shocked and felt both uncomfortable and targeted. 

When the Metropolitan Police used the technology at Remembrance Sunday 
2017 to identify and eject individuals on a mental health-related watch list, 
those individual’s right to free expression was directly under attack.

We were extremely concerned to learn that South Wales Police recently 
used automated facial recognition at a lawful and peaceful demonstration 
outside an arms fair. In the online discourse around the event, we witness 
the chilling effect this had on demonstrators who expressed that they felt 
unfairly targeted and surveilled. 

If this technology is allowed to continue being used unchecked, it will have 
a serious and severe chilling effect on the right of freedom of expression in 
the UK.

A threat to the right to freedom from discrimination

Our investigation reveals that automated facial recognition used by police in 
the UK is astoundingly inaccurate, with matches averaging 95% inaccuracy. 
Such misidentifications, in the context of law enforcement, can have serious 
consequences for people and are likely to disproportionately affect black 
and minority ethnic groups. 

South Wales Police has indiscriminately stored biometric photos of 2,451 
innocent people for a year and even staged interventions with 31 innocent 
people – twice as many people as the suspects they have arrested using the 
technology - asking them to prove their identity and thus their innocence. 
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At the time of writing, the Metropolitan Police has refused to disclose full 
statistics but has told us of 102 people wrongly identified by their system 
whose biometric photos were stored for 30 days. Officers operating the 
force’s facial recognition software told us at Notting Hill Carnival 2017 
they had staged interventions with around 5 innocent people incorrectly 
matched on one day alone, asking the innocent festival-goers to prove their 
identity.

High rates of misidentifications by automated facial recognition cameras 
affect everyone, but are particularly disturbing in light of research showing 
that many facial recognition algorithms disproportionately misidentify 
black people and women. In the context of law enforcement, biased facial 
recognition algorithms risk leading to disproportionate interference with 
the groups concerned – whether through police stops and requests to show 
proof of identity, or through the police’s storage of ‘matched’ biometric 
photos.

A recent study conducted by the Massachusetts Institute of Technology 
into the commercial use of artificial intelligence systems found that the 
error rate of facial recognition software was 43 times higher for dark-
skinned women than it was for light-skinned men.16

In fact, numerous studies have similarly found that facial recognition 
algorithms – including the FBI’s - disproportionately misidentify black faces. 
17 The causes of this algorithmic discrimination may vary, but are likely due 
to the fact that the datasets on which the algorithms are trained contain 
mostly white and male faces, as well as the fact that cameras are not 
configured to identify darker skin tones.18

However, the commercial facial recognition software used by South Wales 
Police and the Metropolitan Police, NEC’s NeoFace Watch, has not been 
tested for demographic accuracy biases. We, and fellow rights and race 
equality groups, have urged the forces to seek such testing.

The Scottish Government’s independent review of biometrics highlighted 
the worrying trend for the outsourcing of such advanced technology to the 
private sector, without properly evaluating the technology and testing for 
accuracy biases:

“[B]iometric image capture technologies are increasingly 
sourced from the private sector. This results in a gap in scope 
for independent evaluation of the effectiveness of technologies 
whose biometric identification algorithms are protected by 
issues of commercial confidentiality”19

We have been extremely disappointed to encounter resistance from the 
police in England and Wales to the idea that such testing is important or 
necessary.



Stop, Search and Facial Recognition

A contribution from Samir Jeraj, Policy and Practice Officer at the Race 
Equality Foundation:

A few Christmases ago, I was walking through the main street of the 
town I grew up in. Across the street, a young Asian man was stopped 
by the Police. I looked for a while, realised it was going to take some 
time and went over to see what was happening. I took out my phone 
to record what was happening. Short version: the young man matched 
the description of a guy who had shoplifted from a supermarket. He 
had no ID on him, so the Police stopped him while they confirmed his 
identity. 

They handcuffed him behind his back and kept him standing out on 
the high street, which was totally unnecessary – he was annoyed 
about being stopped but no more so than anyone else would be in that 
situation. After a few minutes it became clear he wasn’t the Asian man 
they were looking for and released him. During the incident a Police 
officer (wrongfully) claimed they could seize my phone as evidence, 
despite my being a journalist and such a seizure being subject to a 
warrant. I tried to find the young man later on Facebook to send him 
the video, but couldn’t.
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In addition, Metropolitan Police officers told us they would not record 
ethnicity figures for the number of individuals identified, whether 
correctly or incorrectly, by the facial recognition system as they viewed 
the data as unnecessary and unimportant. Therefore, any demographic 
disproportionately in this this hi-tech policing will remain unaccountable 
and hidden from public view.

Many organisations are concerned by this technology and the risk of 
it carrying invisible, unaccountable demographic biases. Before the 
Metropolitan Police used automated facial recognition for the second time 
at Notting Hill Carnival in 2017, Big Brother Watch, Police Action Lawyers 
Group, the Race Equality Foundation, and 10 other rights and race equality 
groups signed a joint letter to the force raising our concerns and calling for 
a halt to the deployment.20 Our concerns were not addressed.

Disproportionate misidentifications risk increasing the over-policing of 
ethnic minorities on the premise of technological ‘objectivity’. This issue will 
be further compounded if police disproportionately deploy automated facial 
recognition in areas with high BME populations, such as the Metropolitan 
Police’s repeated targeting of Notting Hill Carnival using the British African 
Caribbean community as guinea pigs for this authoritarian new technology. 



What this story should tell you is the power of misidentification. In 
this case, it led to a young man being handcuffed, on a busy high 
street, and may have permanently damaged his trust in the Police (it 
definitely left me more wary). 51% of the UK-born Black and minority 
ethnic population believe ‘the criminal justice system discriminates 
against particular groups’,21 compared to 35% of the UK-born white 
population. 

‘Profiling’ of black and minority ethnic communities has a long history 
in the UK. Ranging from continued disproportionate use of stop and 
search powers,22 through evidence of prejudice and bias in policing 
culture23, and intensive surveillance24 of black and minority ethnic 
communities. 

The capacity for facial recognition to be used on a large group fits 
into this pattern of profiling. It also makes the chance of this type 
of misidentification, and the subsequent impact on people, all the 
more likely. Where facial recognition technology has been used in 
the United States, using a much larger database of images collected 
through driving licenses, it has been found to be racially biased. In one 
study, where the technology was able to make a match it was wrong 
12% of the time for black and minority ethnic men, and 35% of the 
time for black and minority ethnic women.25

The racial issues and discrimination in policing are so well known that 
in his recent review of Criminal Justice,26 David Lammy MP said it was 
not even worth including. The clear message from what the Lammy 
Review did look at, namely what happens after arrest, is that black 
and minority ethnic people are subject to inequalities at all stages of 
criminal justice.

In some ways, it was a relatively mild outcome for the young man. Had 
he been a bit more annoyed, or been perceived to have been, he may 
have ended up restrained, harmed, arrested and charged with a public 
order offence. If he had been, he would have been 16% more likely to 
be remanded in custody, and if he were convicted he would be almost 
five times more likely to be housed in high security.27

However, there is a much broader issue of consent and transparency. 
In the UK, deployment of facial recognition has been shrouded in 
opaqueness if not outright secrecy. Rather than allowing a full 
and open examination of the technology, the algorithms28 and the 
approach to policing, facial recognition has been used almost as a 
propaganda tool. The announced use at Notting Hill Carnival29 is one 

18
Face Off - The lawless growth of facial recognition in UK policing



example of this, where it was likely part of the usual strategy of trying 
to persuade people not to come30 – a legacy of the history of poor 
policing of Carnival. 

The risk is that policing becomes reactive and based on a philosophy 
of crime suppression, as it has become in the United States. Something 
that would inevitably lead to greater use of force,31 disproportionately 
towards black and minority ethnic people, and terrible consequences 
for those wrongly identified.

19
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We are deeply concerned 
about the impact of 
automated facial recognition 
on individuals’ rights to a 
private life and freedom of 
expression, and the risk of 
discriminatory impact.



21
Facial recognition and the unlawful retention of custody images in the UK

Facial recognition and 
the unlawful retention of 
custody images in the UK

Section 64A of the Police and Criminal Evidence Act 1984 (PACE) provides 
police with the power to take facial photographs (custody images) of 
anyone who is detained following arrest. Forces can upload custody images 
from their local IT systems onto the Police National Database (‘PND’), which 
has been in place since 2010. 

The PND was upgraded to include a facial recognition search function on 
28th March 2014. This upgrade happened without parliamentary or public 
scrutiny. However, a large portion of people who are arrested and have a 
custody image taken are never charged or convicted of any crime.

The PND currently holds 19 million custody images32 of which, according to 
the Biometrics Commissioner, hundreds of thousands33 relate to innocent 
people – most of whom are not even aware that biometric technology is 
used on their images. However, a staggering 12.5 million photographs on 
the PND are already biometrically searchable with facial recognition.34 

With more and more biometric images being fed into the database – subsets 
of which are used with real-time facial recognition cameras - innocent 
people are increasingly at risk of being wrongfully stopped or even arrested.

It is not known how many images on the Police National Database are of 
innocent people – our investigation reveals that neither the Home Office 
nor the police can keep count. The police seem to have lost control over 
managing who should be on their databases and who should be removed.

Based on Freedom of Information requests sent by Big Brother Watch to 45 
UK police forces, not a single force that responded to the request was able 
to determine how many of their custody images were of innocent people. 

In fact, there is no process in place that allows police forces to easily find 
and remove those images from their databases. The forces stated that they 
would have to manually review each file and cross reference between local 
and national databases to establish who had been convicted and who was 
innocent. Forces estimated the time needed to review each file between 3 
to 10 minutes.
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For example, Kent Police estimated the following:

“As an example in 2015 there were 29,056 arrests. […]Based 
on previous experience of researching local and national 
databases it is likely to take in the region of 5 minutes to 
determine whether a person associated to a custody record 
has an image stored by Kent Police and has been convicted of 
an offence. Therefore using 2015 as an example, 29,056 x 5 
minutes = 145,280 minutes (2,421.33 hours).”

That means it would take one member of staff at Kent Police, working full-
time and allowing only five minutes per custody image review, over one 
year to separate just one year’s worth of arrests into convicts and innocent 
people whose images should not be retained.

In March 2018, Baroness Williams repeated the Home Office line that 
deleting unconvicted people’s custody images would be too expensive, 
claiming that it would have to be done “manually”, would have “significant 
costs”, and would apparently therefore “be difficult to justify”.35

Clearly, the administrative burden caused by police data retention systems 
that are not fit for purpose and that are predicated on an unworkable ‘collect 
it all’ approach is significant.

The Home Office claims that they “expect the new platform being delivered 
by the National Law Enforcement Data Programme to resolve this in 
the medium term by enabling a considerably more flexible approach to 
automatic deletion”.36 It is troubling that this is not a firm commitment - a 
vague ‘expectation’ about capabilities ‘in the medium term’ is unacceptable. 
In any event, an interim solution must be provided immediately. 

The Government should provide funding for administrative staff in each 
police force to deal with this problem until the new law enforcement 
database is in place, to protect individuals’ data protection rights and Article 
8 right to privacy, and to ensure that forces are complying with their legal 
obligations.
 
The alternative is unacceptable – that the state accrues an ever-increasing 
database of biometric photographs of millions of innocent people in a 
flagrant breach of the law.

In RMC and FJ v Commissioner of Police for the Metropolis and Secretary 
of State for the Home Department [2012]37 the High Court ruled that the 
indefinite retention of innocent people’s custody images was unlawful. 
However, neither the Home Office nor police forces have taken the 
necessary steps to put these policies into place. The police continue to 
indiscriminately store custody images.
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In February 2017, following a review, the Government gave unconvicted 
individuals the option to write a letter to the relevant police force to request 
deletion of their image from the custody image database – although it 
did nothing to publicise this avenue to the public or those affected. This 
obstructive policy shirks responsibility from the Home Office, which clearly 
needs to automatically delete the thousands of images stored of innocent 
people.

The new policy was exposed as a failure by a Press Association investigation 
in February 2018 which found that only 67 applications for deletion had 
been made, of which only 34 were successful.38 Norman Lamb MP, Chair 
of the Science and Technology Committee, publicly commented on his 
concerns that the Home Office’s retention and deletion-on-request policies 
are likely to be unlawful.39

‘Costs’ are not an acceptable reason for the British Government not to 
comply with the law – and costs are hardly a convincing reason, given that 
the Home Office has awarded £2.6million to South Wales Police to deploy 
automated facial recognition matching people’s faces in real-time against 
those same custody images. In fact, if the Home Office were to fund all 45 
police forces in the UK £35,000 to hire an administrator to manually review 
custody images, the cost for one year would be £1.5million. 

In his 2016/17 Annual Report, the Surveillance Camera Commissioner 
commented:

“[The Custody Images Review 2017] directly relates to the 
use of automatic facial recognition systems because the police 
will seek to utilise this database to build the systems for cross 
checking live feeds from surveillance cameras against this 
database.”40

We are now witnessing police forces do exactly that - using subsets of the 
custody image database to match against live CCTV feeds with automated 
facial recognition software.

In his 2016 Annual Report, the Biometrics Commissioner commented:

“The use of facial images by the police has gone far beyond using 
them for custody purposes (…) (U)nlike  DNA  or  fingerprints,  
facial  images  can  easily  be  taken  and stored  without  the  
subject’s  knowledge and  facial  images  of  about  90%  of  
the  adult population already  exist  in  passports  or  driving  
licences.” 41

Clearly, the potential for the growth of a gargantuan facial recognition 
system is a real risk, and arguably would be the natural destination for this 
technology, if we so uncritically accept its use now.



We call on the Home Office 
to automatically remove 
the thousands of images 
of unconvicted individuals 
from the Police National 
Database.
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Automated facial 
recognition and law 
enforcement in the UK
No other democratic country in the West has implemented automated 
facial recognition surveillance cameras in law enforcement as rapidly and 
recklessly as the UK.

Thus far, three forces - Leicestershire Police, Metropolitan Police and 
South Wales Police – have deployed or continue to deploy automated facial 
recognition with CCTV cameras in public spaces. 

Leicestershire Police

Leicestershire Police was the first force in the UK to deploy live facial 
recognition software. The force used automated facial recognition at 
Download Festival in June 2015, where 90,000 festival goers were checked 
against a Europol database. This was the first time automated facial 
recognition had been used at an outdoor event in the UK. Leicestershire 
Police stated that they deleted captured images after the event.42

Metropolitan Police

New statistics

The staggering ineffectiveness of the technology has been revealed by a 
series of Freedom of Information requests we made to the Metropolitan 
Police. The statistics we have received show that their use of automated 
facial recognition has resulted in ‘matches’ with less than 2% accuracy, with 
over 98% of matches wrongly identifying innocent members of the public. 

The force reported it has had a total of 102 false-positive ‘matches’ in 
the course of trialling automated facial recognition – that is, 102 innocent 
people incorrectly identified by the system, the majority of whom will be 
attendees of Notting Hill Carnival. 

Our research reveals that, unbeknown to these people, a biometric photo 
was taken of them and stored by the police for 30 days.

The force has only correctly identified 2 people using the technology – 
neither of which was a wanted criminal. One of those people matched was 
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the individual at Notting Hill Carnival 2017 incorrectly included on the watch 
list; the other was on a mental health-related watch list at Remembrance 
Sunday 2017. 

The force has made 0 arrests using the technology. 

Notting Hill Carnival 2016 and 2017

The Metropolitan Police first used automated facial recognition at Notting 
Hill Carnival 2016. The force claimed that scanning the faces of Carnival 
goers using facial recognition would help to identify wanted offenders, 
people on bail conditions not to attend, and “known criminals".43 However, 
during the two day event, police reported that “no individuals were identified 
by the equipment.” 44

The following year, the Metropolitan Police ran another ‘trial’ of facial 
recognition at Notting Hill Carnival, this time facing strong opposition from 
rights and race equality organisations, as well as the wider public. Being 
the largest African-Caribbean event in the UK, strong criticism was voiced 
against racial profiling and the over-policing of Black communities.45 Our FOI 
work reveals that 528 people were on the watch list, including not only 
people wanted for arrest but “known criminals”. Therefore, we are concerned 
that real-time facial recognition is being used for intelligence purposes and 
risks perpetually stigmatising people who may be trying to move on from 
their criminal histories.

Big Brother Watch, Liberty, the Race Equality Foundation and ten other rights 
and race equality groups wrote to the Commissioner of the Metropolitan 
Police ahead of the event to voice our opposition. We did not receive a 
reply before the event. However, after remonstrating, Big Brother Watch, 
Liberty and StopWatch were permitted to observe the facial recognition 
cameras operating for a short period at Notting Hill Carnival 2017. In our 
5- 10 minute observation of the technology in action, we witnessed two 
false-positive matches. Both times, unsuspecting innocent women were 
matched with men on the database - confirming the astounding inaccuracy 
of this technology.

The police informed us that there had been around 35 false-positive 
matches just on that one day. The police reported that they had staged 
interventions with “around five” Carnival-goers, whereby innocent people 
incorrectly matched by the system were apprehended and asked to prove 
their identity and thus their innocence. Over the whole weekend there 
was only one positive match – however, the person stopped was no longer 
wanted for arrest, as the police’s data compiled for the event was outdated.
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In a letter to the Science and Technology Committee on 28 March 2018, 
Baroness Williams, Minister for the Home Office, stated that the watch list 
used at Notting Hill Carnival included “people involved in… sexual assault”.46 

We reject this justification and question why the police are not carrying 
out their statutory functions by using their resources to actively find 
individuals wanted for arrest as soon as possible, especially for offences 
as serious as sexual assault. We are concerned that police cuts may be a 
contributing factor as, in response to one of our FOI requests, the force 
told us they want to “explore technical solutions to locating and arresting 
wanted offenders using minimal resources”.47 The idea that police should 
use hi-tech, intrusive surveillance and biometric tracking as a passive catch 
net for people wanted for arrest is an absurd and dangerous technophilic 
fantasy that would rapidly securitise free public spaces. 

Remembrance Sunday 2017

On Remembrance Day 2017, the Metropolitan Police used automated 
facial recognition to effectively police mental health, scanning the faces 
of thousands of people paying their respects to match against a database 
of 42 ‘fixated’ individuals48 - people who are known to frequently contact 
public figures.

So-called ‘fixated individuals’ are identified by the ‘Fixated Threat 
Assessment Centre’ (FTAC), a joint unit run by the Metropolitan Police, 
Home Office and Department of Health.49 These are individuals who 
typically suffer from serious mental health issues. They are not criminals, 
and none of the individuals on the watch list was wanted for arrest. Our 
FOI investigation reveals that their photos were obtained “usually outside 
a protected site or during a previous event”.50

In a letter to the Science and Technology Committee on 28 March 2018, 
Baroness Williams, Minister for the Home Office, attempted to defend 
the legitimacy of police use of automated facial recognition, stating that 
it is only used to compare people’s faces against “watch lists” populated 
“with images of individuals forbidden from attending the events” or 
“individuals wanted by police”.51 However, this evidently was not the case 
at Remembrance Sunday where the watch list was comprised of individuals 
who were not forbidden from attending the event nor wanted by the police.

This non-criminal application of facial recognition technology resulted in 
a so-called ‘fixated individual’ being identified and subsequently dealt 
with by police. We have been told different versions of events by officers, 
varying from the individual being subsequently ejected from the event, to 
the individual being effectively accompanied by police during the service.
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In our engagement with the police after the deployment, we were told 
that they had not consulted mental health groups or sought appropriate 
advice from experts. Critically, they had not considered the impact that this 
intrusive biometric surveillance and intervention by the police could have 
on vulnerable individuals’ mental health. 

We view this deployment as a chilling example of function creep and the 
dangerous effect automated facial recognition can have on fundamental 
rights – particularly those of the most marginalised in society. 

South Wales Police

South Wales Police has taken a national lead in the roll-out of automated 
facial recognition. 

New statistics

Our research reveals that the force was awarded a total of £2.6m by the 
Government to carry out automated facial recognition - £1.2m in 2016/2017 
and £0.8m for 2017/18 by the Home Office,52 as well as £0.6m from Home 
Office Biometrics. South Wales has additionally contributed £100,000.53 

South Wales Police deployed “AFR Locate” for the first time on 29 May 
2017, during the UEFA Champions League final. The force confirmed that 
in less than a year they had utilised the system 18 times. South Wales’ 
deployment of automated facial recognition is typically in relation to petty 
criminals with a history of low level offences such as pick-pocketing.54

Neither South Wales Police nor the Metropolitan Police is using automated 
facial recognition with public surveillance cameras in relation to national 
security.



29
Automated Facial Recognition and Law Enforcement in the UK

Events automated facial recognition deployed at Dates
UEFA Champions League Final Week Week commencing 

29/05/2017

Elvis Festival 23/09/2017 – 
24/09/2017

Operation Fulcrum (Day of Action) 19/10/2017

Anthony Joshua v Kubrat Pulev (Boxing) 28/10/2017

Wales v Australia Rugby 11/11/2017

Wales v Georgia Rugby 18/11/2017

Wales v New Zealand Rugby 25/11/2017

Wales v South Africa Rugby 02/12/2017

Kasabian Concert (Motorpoint Arena, Cardiff) 04/12/2017

Liam Gallagher Concert (Motorpoint Arena, Cardiff) 13/12/2017

Operation Fulcrum (Day of Action) 22/12/2017

Operation Malecite (Festive Deployment) 23/12/2017

Royal Visit (Prince Harry) 18/01/2018

Wales v Scotland Rugby 03/02/2018

Wales v Italy Rugby 11/03/2018

Wales v France Rugby (Cardiff City Centre) 17/03/2018

Arms Fair Demonstration (Motorpoint Arena, Cardiff) 27/03/2018

Anthony Joshua v Joseph Parker (Boxing) 31/03/2018

Responses to our Freedom of Information requests reveal that South Wales 
Police had a total of 2,685 ‘matches’ using automated facial recognition 
between 29th May 2017 and 11th March 2018 (i.e. excluding the most 
recent three deployments for which, at the time of writing, we do not have 
statistics). However, less than 9% (234) of these alerts were accurate. 
A staggering 91% of ‘matches’ – 2,451 – incorrectly identified innocent 
members of the public.

Our investigation also reveals that South Wales Police is indiscriminately 
storing captured photos of both true-positive and false-positive matches 
for 12 months. This unprecedented approach means that biometric photos 
captured of at least 2,451 innocent people who have wrongfully been 
‘matched’ by facial recognition software remain in the hands of the police, 
entirely without their knowledge.

Whilst the force claimed 234 alerts were accurate matches, they reported 
only 110 interventions and 15 arrests - amounting to just 0.005% of 
'matches'. When asked to explain this discrepancy,  the project lead explained 
that "alerts may have been for intelligence only". We are incredibly disturbed 
by the use of biometric tracking in day-to-day policing for 'intelligence' 
purposes.  
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Pervasive deployments

South Wales Police’s introduction of automated facial recognition into day to 
day policing is highly concerning. Several of the force’s deployments around 
the Christmas period targeted retail centres rather than specific events – 
and city centres appear to be targeted around event surveillance too. On 
17th March 2018, in conjunction with a deployment at a Six Nations rugby 
match, South Wales Police’s automated facial recognition project lead Scott 
Lloyd announced the deployment of the technology in Cardiff’s city centre 
on Twitter. These routine deployments demonstrate that citizens are being 
increasingly subjected to identity checks while going about their daily lives.

Furthermore, at least twice as many innocent people than those arrested 
have been significantly affected, as police have staged interventions with
31 innocent members of the public. 31 people incorrectly identified by
the system were asked to prove their identity and thus their innocence.
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Automated facial recognition at a peaceful protest 

Big Brother Watch was alarmed to discover that South Wales Police used 
automated facial recognition to surveil a peaceful demonstration outside an 
arms fair, the Defence Procurement Research Technology Exhibition (DPRTE), 
on 27th March 2018.55 Free speech, protests and demonstrations are vital 
democratic forms of expression. No citizen living in a democratic nation 
should expect to be subjected to biometric identity checks and recorded by 
state CCTV when exercising their fundamental right to demonstrate. 

Innocent demonstrators incorrectly identified by the cameras will have no 
idea that their biometric photos are now stored on a police database for a 
year. 

The biometric surveillance of this arms fair demonstration is a prime example 
of how the opportunistic deployment of automated facial recognition, 
practised without any legal basis, can be abused to target dissidents or 
other ‘problematic’ groups. 

Given South Wales Police’s prolific use of automated facial recognition 
it is hard to believe that they are still in a ‘pilot’ stage – on the contrary, 
automated facial recognition appears to already be firmly incorporated into 
their general policing practices. 

Future uses

Facial recognition and integrated CCTV networks

In March 2018, City of London Police proposed upgrading the so-called ‘ring 
of steel’ ANPR and CCTV network around the city with facial recognition.56 

London is already the most surveilled city in the world, beaten only by 
Beijing. An additional facial recognition ring of steel would make the city 
an oppressively securitised zone, with its residents and millions of visitors 
among the most surveilled people in the world. 

Similarly, West Yorkshire Police applied for Home Office funding in August 
2017 to develop facial recognition for use on public space CCTV and Metro 
transport CCTV in conjunction with Safer Leeds, Bradford Metropolitan 
District Council (MDC), Calderdale MDC, Kirklees MDC, Wakefield MDC, 
Community Safety Partnership (CSP), Metro and Five West.57  A report said: 

“A bid was put into the Home Office Innovation fund by West 
Yorkshire to look at co-ordinated public service CCTV capacity 
across West Yorkshire offering inter-operability between the 
five local authorities and Metro with the further potential for 
integrated technology including facial recognition aimed at 
protecting vulnerable missing persons.”58
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Post video analysis

European IT company SCC has collaborated with video intelligence company 
SeeQuestor to provide post analytical video services to over 40 UK Police 
Forces:

“The Video Analytics (VA) solution will provide UK forces with 
advanced post-event video analytics allowing them to view and 
analyse large amounts of Mobile, CCTV and Body Worn Video 
formats to support the prosecution process. This service, which 
is part of the developing portfolio of SCC Public Safety Solutions, 
is underpinned by the pioneering SeeQuestor platform. This 
will provide video ingestion, conversion, case management 
and an analytics capability including face, body and attribute 
detection, and subject re-identification.”59 (January 2018)

The video analytics ‘solution’ already offers person detection and tracking, 
and given that it already provides face detection, is technically one step 
away from providing biometric facial recognition to recorded video analysis. 
Police forces can already take stills from CCTV feeds and use facial 
recognition to search for a match across the PND.

Mobile facial recognition

The current capabilities of facial recognition are fast developing, making it 
easier to integrate the biometric tracking software across multiple devices. 
Japanese company NEC, which provides facial recognition software to UK 
police forces, acquired Northgate Public Services (NPS) for £475million in 
January 2018.  NPS supplies UK police forces with CONNECT. 

The CONNECT platform provides an integrated police information system 
across desktop to mobile applications in real-time, including a broad range of 
data, information and intelligence.60 During the acquisition, it was reported 
that:

“One of the key advantages of the acquisition, the two parties 
claim, will be the opportunity for NPS to integrate NEC’s facial-
recognition and other biometric technologies into its software 
products.”61

West Yorkshire Police, which began deploying controversial mobile 
fingerprint scanners linked to both criminal and immigration databases 
in February 2018, has vowed that mobile facial recognition will be in 
deployment “within 12 months”.
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Even local authorities are seeking to utilise this authoritarian technology. 
We were concerned to learn that Milnbank Housing Association issued 
Police Scotland with hand held devices in March 2018 equipped with 
“facial recognition and number plate recognition” which enables the user 
to “identify persons of interest and track their movements.”62 It is intended 
that the force will use this new capability to police the Haghill housing 
estate in Glasgow.
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Resistance to facial 
recognition around the world

Germany - has the train already left the station?

Great controversy was caused when Germany’s Federal Minister of the 
Interior, Thomas de Maizière, commissioned a pilot of live facial recognition 
technology at Berlin’s Südkreuz railway station in August 2017. Equipped 
with three facial recognition enabled surveillance cameras, the pilot was 
supposed to run for six months and invited 250 volunteers to participate 
in the trial.

The project prided itself on transparency and taking the privacy of non-
participants into account by putting up signage and restricting the use of the 
cameras to a specific area. However, critics point out that volunteers were 
incentivised to subject themselves to the biometric surveillance with the 
promise of prizes like ‘smart’ watches for the participant who got captured 
most by the system. Nevertheless, any member of the public who entered 
the surveilled areas would still involuntarily have their faces scanned if not 
identified.

The Minister recently announced that the trial would be prolonged for six 
further months,63 which means that up to 100,000 people will be scanned 
on a daily basis.64 It is questionable why German authorities decided to 
extend the pilot. Even under the controlled environment of the trial, the 
system correctly matched volunteer images only 70–85% of the time65 – 
demonstrating that the technology is unreliable and inaccurate.

The pilot at Berlin Südkreuz was met with significant public protest in 
Germany, particularly given their new law allowing police forces and 
other authorities to access citizens’ biometric passport and ID images. 
The German Bar Association pointed out that the use of facial recognition 
violates citizens’ fundamental rights.66 The President of the Association 
emphasised that: “This interaction between technical and legal innovations 
poses an unprecedented threat to the protection of civil liberties”.67
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Russia – 160,000 cameras to follow citizens around the 
clock

In September 2017, Moscow’s local government announced the formal 
deployment of live facial recognition technology, acquired from start-up 
NTech Lab, on the city’s 160,000 camera strong CCTV network.68 The city’s 
Department of Information Technologies claims the surveillance system 
covers 95% of apartment building entrances in Moscow.69

Although facial recognition is only active on a few cameras at a time, it can 
quickly be changed to target areas of interest. Authorities claim that they 
own the world’s largest CCTV network and needed artificial intelligence to 
sift through masses of footage accumulated. Unlike in the UK, Germany 
or the US, the use of this extended surveillance machine is authorised by 
national law.70

China – the new frontline laboratory for surveillance

China’s prolific use of surveillance technology has been widely criticised by 
observers and particularly human rights advocates. China’s introduction of 
live facial recognition technology across the country has invited particular 
scrutiny.

Combined with a pervasive video surveillance network, live facial recognition 
technology enables authorities to track a citizen seamlessly through large 
parts of Chinese cities. Individuals and vehicles can be recognised by the 
system whereupon law enforcement is alerted to their movements.71

Currently, there are 170 million CCTV cameras across China.72 In March 
2018, as part of the nationwide monitoring program ‘Skynet’, cameras in 
16 parts of the country were upgraded with automated facial recognition 
software, enabling the identification of millions of citizens within a second 
by the cameras.73

Chinese developers have even successfully integrated facial recognition 
into ‘smart’ sunglasses, enabling the police to patrol Beijing’s outskirts and 
check travellers’ identities independently from surveillance cameras.74 With 
the help of facial recognition and AI, jaywalkers are now publicly named and 
fined via text messages.75

Official statements claim that the use of the technology is limited to 
catching criminals. However, ethnic minorities and dissidents are frequently 
being targeted. 

For example, the North West province Xinjiang has cynically been called a 
‘Frontline Laboratory for Surveillance’.76 At the beginning of 2018, a live 
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facial recognition system was tested that alerted officials when a target 
moved more than 300m away from their home or workplace. Authorities 
stated that these measures were trialled to target terrorists and extremists 
hiding in the area. However, the targeting of the province’s Muslim Uighur 
minority is striking,77 as they can be arrested for suspected political 
disloyalty or simply expressing their religious and cultural identity. In 
combination with other biometric and behavioural-predictive technologies, 
facial recognition assaults the privacy rights of innocent people and enables 
the indiscriminate targeting of Uighurs.78

China’s extensive deployment of facial recognition should not be dismissed 
as an exceptional or distant risk to the West. It is proof that the technological 
capability to watch citizens 24/7 and erode their personal freedoms 
already exist and could easily be applied anywhere. This example should 
be a warning to any free democracy to take a critical and cautious approach 
to surveillance technologies that fundamentally threaten citizens’ civil 
liberties and privacy.

The United States – intrusive facial recognition in the land 
of the free

In contrast to the UK, stadiums and other outdoor spaces are often 
privately owned in the United States. Therefore, the use of automated 
facial recognition at large scale events often lies in the remit of commercial 
actors. For example, in March 2018 it was revealed that operators of Madison 
Square Garden used the technology on visitors without their knowledge.79

US police departments have also started to implement the technology, 
sparking great controversy around their actions. A report from the Center 
on Privacy and Technology at Georgetown Law found that “at least five 
major police departments—including agencies in Chicago, Dallas, and Los 
Angeles—either claimed to run real-time face recognition off of street 
cameras, bought technology that can do so, or expressed an interest in 
buying it.”80

Like in the UK, the use of facial recognition technology by law enforcement 
in the US is unregulated and without a legal basis - only five states have 
laws that vaguely address the issue.81 As is the case in any democratic 
country, the use of facial recognition heavily collides with the rights of US 
citizens - particularly the First and Fourth Amendments. 
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Contribution from
Jay Stanley, senior policy analyst with the ACLU Speech, Privacy, 

and Technology Project

The use of Face Recognition in the United States appears to be on the 
verge of taking off. Our customs agency is ramping up its use in tracking 
those entering and leaving the United States, and our airline security 
agency is contemplating its use for tracking passengers within U.S. 
airports. Local police and the FBI have used driver’s license databases 
to enroll half of Americans in law enforcement face-photo databases. 

Police departments in major cities are also exploring the use of real-
time face recognition on live surveillance camera video. Companies are 
selling, and police appear to be contemplating adopting, body cameras 
that include such real-time face recognition. 

Because of a lack of transparency we don’t know exactly how widely 
or often the technology is being used by law enforcement. Such use 
hasn’t been subject to proper democratic debate, systematic oversight, 
or controls or testing to measure for accuracy or bias. Law enforcement 
use also inevitably reflects the racial bias that pervades the U.S. 
criminal justice system. In addition to the fact that the technology can 
be less accurate when trying to identify people of colour, Black people 
are overrepresented in face recognition databases. 

American companies, meanwhile, unconstrained by a comprehensive 
data privacy law, are operating in a Wild West with virtually no legal 
restraints on their use of the technology. Facebook, which holds the 
largest collection of facial photos in the world, does not give its users 
the option to not make those photos public, making them susceptible 
to scraping by such companies. 

Face recognition is a powerful surveillance technology that has the 
potential to change the nature of public life in the United States. We 
are a democracy, so decisions about how we want to allow such a 
technology to be used should be made through the political process, 
but that isn’t happening.

If we as a society decide to allow for the untrammelled use of 
face recognition, we are likely to end up with an infrastructure for 
surveillance and tracking that is far more powerful and systematic 
than anything that can be done with surveillance cameras alone. This 
threatens to have an enormous chilling effect on public life, to shift 
power away from individuals and toward already powerful institutions 
such as government agencies and corporations, and greatly intensify 
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the risks of abuse. That risks draining our First and Fourth Amendment 
rights to free expression and privacy of substance and meaning, and 
makes it imperative that we act soon to put in place common sense 
restrictions on how this technology is deployed in American life.

Contribution from
Clare Garvie, Associate, at Georgetown Law Center on Privacy and 
Technology, co-author of “The Perpetual Line-up – Unregulated 

Police Face Recognition in America”

Face recognition use by U.S. law enforcement is far more pervasive, and 
advanced, than most people assume. By now most photo databases 
maintained by state and federal agencies—visas, passports, driver’s 
licenses, mugshots—are face recognition-enabled. And irrespective 
of the original purpose for which the photos were collected, these 
databases are increasingly accessible to police.

Face recognition surveillance — identifying people in real-time from 
live video feeds — risks being an imminent reality for many Americans. 
Are we comfortable with a society where face recognition allows 
police to identify anyone with a driver’s license, without suspicion or 
consent? Are we comfortable with a society where the government 
can find anyone, at any time, by continuously scanning the faces of 
people on the sidewalk? Face recognition fundamentally changes the 
nature of privacy in public spaces. As government agencies themselves 
have cautioned, face recognition surveillance ‘has the potential to 
make people feel extremely uncomfortable, cause people to alter 
their behaviour, and lead to self-censorship and inhibition,’ chilling 
the exercise of the rights protected under the First Amendment and 
calling into question the scope of protections offered by the Fourth 
Amendment. 

U.S. legislatures and the courts have begun limiting other advanced 
police tracking technologies — license plate readers, geolocation 
tracking devices, drones. To date, there are no comprehensive state or 
federal laws governing how police can — or more importantly cannot — 
use face recognition. As a consequence, it is up to agencies to police 
themselves; unsurprisingly, many have failed to implement even 
the most basic accountability measures. It is past time for American 
legislators to consider the implications of this powerful technology, 
and to reign in its use.
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Contribution from
Jennifer Lynch, Senior Staff Attorney at the Electronic Frontier 
Foundation (EFF), author of a white paper on police use of facial 

recognition in the United States

Face recognition is poised to become one of the most pervasive 
surveillance technologies of the 21st Century. Today, police officers 
use mobile devices to capture face recognition-ready photographs 
of people they stop on the street; surveillance cameras boast real-
time face identification; and law enforcement agencies have access 
to databases of hundreds of millions of face images of law-abiding 
citizens. In some countries, police officers are already using face 
recognition with body-worn cameras, and in the near future, we’ll 
see face recognition used to identify people in the dark and even to 
construct an image of a person’s face from a small sample of their 
DNA. 

However, the adoption of technologies like these is occurring without 
meaningful oversight, without proper accuracy testing, and without 
the enactment of legal protections to prevent misuse. If we move 
forward on this path, these systems will mistakenly identify innocent 
people as criminals or terrorists and will be used by unscrupulous 
governments to silence unwelcome voices.

We must act now to curb the use of face recognition by governments and 
law enforcement. Without public action, we will see the development 
of unproven, inaccurate systems that will disproportionately impact 
people of colour and impinge on the human rights of all people.
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Conclusion

Big Brother Watch believes in a world where citizens are free from 
suspicionless surveillance, discrimination, oppression and unfair intrusion.

Surveillance technologies are developing at a breakneck speed that is hard 
to follow. Technological developments prompt us to ask critical questions 
about the future of civil liberties in the UK – do we want to live in a world where 
citizens are continuously watched, intrusively surveilled, and biometrically 
tracked? What are the risks to public freedoms, to our democratic norms, to 
our fundamental rights?  

The lawless growth of facial recognition in UK policing affects all British 
citizens, but as exposed in this report, it worst affects the most marginalised 
in our society. 

This authoritarian surveillance practice has been levelled against minorities, 
peaceful demonstrators, and mentally unwell citizens without any guiding 
law, oversight, or formal scrutiny. 

We are deeply concerned that the securitisation of public spaces using 
biometrically identifying facial recognition unacceptably subjects law 
abiding citizens to hidden identity checks, eroding our fundamental rights 
to privacy and free expression. 

Action must be taken, now.

•	 We call on UK public authorities to immediately stop using 
automated facial recognition software with surveillance 
cameras.

•	 We are deeply concerned about the impact of automated 
facial recognition on individuals’ rights to a private life and 
freedom of expression, and the risk of discriminatory impact.

•	 We call on the Home Office to automatically remove the 
thousands of images of unconvicted individuals from the 
Police National Database.
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